
ConDor: Self-Supervised Canonicalization of 3D 
Pose for Partial Shapes

Rahul Sajnani, Adrien Poulenard, Jivitesh Jain, Radhika Dua, Leonidas J. Guibas, Srinath Sridhar

Presentation by Chaitanya Patel



Motivation

● Shapes in current benchmark datasets 
are in canonical frame.

● But sensors can capture point clouds 
from any viewpoint.

● Need extensive training with random 
augmentations to generalize.

● ConDor is a self-supervised method 
that learns to canonicalize the 3D 
orientation and position for full and 
partial 3D point clouds.



TFN: Equivariant Network

● Tensor Field Networks (TFNs) are 3D point cloud architecture that is equivariant to 3D 
rotation and point permutation, and invariant to translation.

● Given a point cloud X, TFN can compute pointwise or global equivariant features of 
different types l



Definitions

● Instance-level 3D pose canonicalization
○ Find a consistent canonical frame across different poses of the same object instance

● Category-level 3D pose canonicalization
○ A canonical frame that is consistent with respect to the geometry and local shape across 

different object instances



Idea 1: Rotation Invariant Embedding

● Features F have the same rotation equivariance property as coefficients of 
spherical functions in the spherical harmonics basis.

● Embed the shape using the spherical harmonics basis and using the global 
TFN features F as coefficients of this embedding.

● H is rotation invariant embedding. 



Idea 2: Rotation Equivariant Embedding

● Let TFN output a rotation matrix E(X) for input point cloud X

● Supervise such that this rotation matrix encodes
● Using E, transform 3D invariant embedding Xc back to the input equivariant 

embedding and compare it to the input point cloud X.



Training



Idea 3: Translation Invariance

● Full shapes are centered at their mean.
● For partial shapes,

○ Predict translation to the center of full shape.
○ Network outputs equivariant translation T that follows T (R.X) = R T(X)



Training

O is slicing operator.



Other Details

● For semantic segmentation,
○ Predict class probabilities.
○ In the absence of groundtruth, supervise using several part consistency losses

■ Each class should represent roughly the same ‘amount’ of the shape volume
■ Segmentation should match for partial and full shape

● For symmetric objects,
○ Estimate P equivariant rotations and choose the frame that minimizes the L2 norm between 

corresponding points in the input and the predicted invariant shape



Canonicalization of Full Shapes



Canonicalization of Partial Shapes



Canonicalization of Partial PC from Depthmaps



Keypoint Transfer



Metrics

● Groundtruth Consistency (GC)
○ Compares the canonicalization when groundtruth canonicalization is available

● When groundtruth is not available…
○ Instance-Level Consistency (IC)

■ Evaluate the quality of canonicalization between different rotated versions of the same 
instance

○ Category-Level Consistency (CC)
■ Evaluate the quality of canonicalization between different shape instances



Results: Full Shapes



Results: Partial Shapes



Thank you.
Questions?


